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Onvezetd jarmivek a mesterséges
intelligencia, az etika és a kézlekedési
blntetéjog hdléjdban

Self-Driving Vehicles in the Network of Artificial Intelligence,
Ethics and Traffic Criminal Law

HARANGOZO Valentin'

Bevezetés: Az dnvezetd jdrmUvek térnyerése alapjaiban alakitja at a kdzlekedés
technoldgiai és jogi kerefeit, kilondsen a mesterséges intelligencidn alapuld
dontéshozatal elterjedésével. Noha az autondm technoldgidk mdiszaki fej-
lettségét jelentds kutatdsok vizsgdltdk, a gépi dontések bintetdjogi és etikai
értékelése tovdbbra is szdmos tisztdzatlan kérdést vet fel.

Célkittizés: A tanulmdny célja az énvezetd jarmivekhez kapcsolddd fele-
|6sségi és jogalkotdsi kihivdsok feltdrdsa, kalonds hangsullyal a kozlekedési
buntetdjog, a gépi dontésetika és a jogi elszdmoltathatdsdg dsszeflggéseire.
A kutatds vizsgdlja, hogy a jelenlegi jogi kategdridk - igy kuléndsen a jédrmu-
vezetd fogalma — miként alkalmazhatdk a magas autondmidjud jérmdvekre.

Médszertan: A dolgozat kvalitativ médszerekre tdmaszkodik: szakirodalmi
dttekintésre, normativ jogértelmezésre, esettanulmdnyokra, valamint nem-
zetkdzi és hazai szabdlyozdsi modellek dsszevetésére. Kiemelt elemzési irdny
az SAE autondmiaskdldjanak 6sszevetése a hatdlyos jog fogalomrendszerével,
tovdbbd az egyes etikai elméletek gyakorlati alkalmazhatdsdga.

Eredmények: Az elemzés megdllapitja, hogy a jelenlegi jogi keretek nem
alkalmasak az autondm rendszerek dltal generdlt Uj felelésségi formdk keze-
|ésére. Az autondm jdrmUvekben bekdvetkezd szoftverhibdk miatt fellépd
baleseteknél a felelésség megdllapitdsa jelentds bizonyitdsi nehézségekkel
jar. Emellett a jarmUvezeté fogalma nem egyértelmdien értelmezheté a 4-es
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és 5-0s szintd autondmidt biztositd jdrmUveknél. Az etikai vizsgdlat rdvildgit
arra, hogy a gépi dontések erkodlcsi megalapozdsa tdrsadalmi konszenzus
és technoldgiai transzparencia hidnydban nem valdsithaté meg kielégitéen.
A nemzetkdzi példdk azt is mutatjdk, hogy az emberi mulasztdsokhoz kotott
felelésségi struktiurdkat djra kell értelmezni a buntetéjogban.

Kovetkeztetések: A tanulmdny arra a fé kévetkeztetésre jut, hogy az auto-
ném technoldgiatérhoditdsdval elkerilhetetlenné vdlik a kdzlekedésibiintetdjog
dogmatikai alapjainak djragondoldsa. Kiemelt megdllapitds, hogy az elszd-
moltathatésdg feltétele a dontések visszakdvethetésége, amely jelenleg
technoldgiai és szabdlyozdsi szempontbdl is hidnyos. A jovébeli kutatdsoknak
az ember-gép interakcié felelésségi dinamikdjdra, az etikai programozds stan-
dardizdldsdra és a vezetdi jogi stdtusz Ujradefinidldsdra kell dsszpontositaniuk.

Kulcsszavak: mesterséges intelligencia, kozlekedési buntetéjog, kdzlekedésbiz-
tonsdg, dnvezetd jarmuvek

Introduction: The rise of self-driving vehicles is fundamentally reshaping the
technological and legal framework of transportation, particularly through the
integration of artificial intelligence. While significant research has examined
the technical development of autonomous technologies, the criminal law and
ethical assessment of machine decision-making still raise many unresolved
questions.

Aim: This study aims to explore the liability and legislative challenges posed
by self-driving vehicles, with special attention to the interrelationships between
criminal transportation law, the ethics of machine decisions, and legal account-
ability. It also examines how existing legal categories - particularly the notion
of a “driver” — apply to vehicles with high levels of autonomy.

Methodology: The research employs qualitative methods, including a lit-
erature review, normative legal analysis, case studies, and a comparative
examination of international and domestic regulatory models. The study places
particular emphasis on comparing the SAE autonomy scale with the conceptual
framework of current law, as well as evaluating the practical applicability of
selected ethical theories.

Results: The analysis demonstrates that the current legal framework is not
adequate to address the new forms of liability arising from autonomous systems.
In cases of accidents caused by software errors, proving liability becomes dif-
ficult, especially when determining responsibility. The legal category of “driver”
cannot be clearly interpreted for vehicles with level 4 and 5 autonomy. The
ethical assessment also reveals that the moral grounding of machine decisions
cannot be satisfactorily achieved without social consensus and technological
transparency. International examples underline the need to reinterpret human
negligence in the context of machine decision-making within criminal law.

Conclusions: The study concludes that the spread of autonomous tech-
nology makes it necessary fo rethink the dogmatic foundations of criminal
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transportation law. A key finding is that accountability requires decision trace-
ability, which is currently insufficient from both technological and regulatory
perspectives. Future research should focus on the dynamics of responsibility in
human-machine interactions, the standardization of ethical programming, and
the redefinition of the legal status of drivers.

Keywords: artificial intelligence, traffic criminal law, road safety, self-driving
vehicles

Bevezetés
Az 6nvezetd jarmlvek és a kézlekedési technoldgidk fejlédése

A kozlekedési technolégidk folyamatos fejlédése meghatirozé szerepet jétszott a modern
tarsadalmak infrastrukeardjinak kialakuldsaban. A 20. szdzad elején a belsé égéstt motor-
ral hajtott gépjarmiivek ipari tomeggyértasa forradalmasitotta a kozlekedést, lehetdvé téve
a gyorsabb és hatékonyabb utazist, mikézben a vérosi és vidéki élet strukeurdjat is alapja-
iban valtoztatta meg. Az évtizedek sordn szimos technoldgiai fejlesztés tortént, amelyek
célja a kozlekedés biztonsiginak, hatékonysiginak és kornyezeti fenntarthatdsdginak
novelése volt. Az automatizélt sebességszabalyozé rendszerektél kezdve a fejlett bizton-
sdgi funkciokig — példdul az ABS és az elektronikus stabilitdsi rendszerek — a kozlekedési
technoldgia fokozatosan haladt az autoném rendszerek felé.

Az dnvezetd jirmivek megjelenése azonban a kozlekedési rendszerek dtalakuldsinak
egy teljesen uj szakaszat jelenti. Ezek a jarmiivek képesck részben vagy teljesen 6ndlléan
mukodni, mesterséges intelligencidt, szenzorokat ¢és fejlett algoritmusokat alkalmazva
a kozlekedési helyzetek elemzésére és a dontések meghozatalara. Az Eurdpai Uni6 irany-
elvei szerint 2020-ra a 2010-es szinthez képest felére kellett csokkenteni a kézuti kozle-
kedési balesetek halédlos dldozatainak szdmdt, hossza téva célként pedig azt tlizeék ki,
hogy 2050-re lehet8ség szerint senki ne veszitse életét az utakon (HENEZI-HORVATH
2020). A kozlekedésbiztonsig terén az autondém jérmivek egyik legfontosabb igérete,
hogy csokkenthetik a kozlekedési balesetek szdmat, amelyek tilnyomé tobbsége emberi
hibdkra vezethetd vissza. (NAGYSZOKOLYAT 2019). Azonban az ilyen jadrmivek széles
kort bevezetése szamos technoldgiai és jogi kérdést vet fel, amelyek valaszt igényelnek
a szabélyozds és a jogalkotds szintjén is (HERKE 2021).

A tanulmdny célja és felépitése

Jelen tanulmany célja, hogy dtfogd képet nytjtson az dnvezetd jarmiivek megjelenésével
felmeriild jogi, technoldgiai és etikai kérdésekrél, kiilonos tekintettel a kozlekedési biinte-
t8jog és a mesterséges intelligencia 6sszefondddsara. A kutatds kozéppontjaban az a dilem-
makor 1], amely az autoném rendszerek 4ltal hozott dontések jogi megitélését, valamint
az ezekbdl eredd felel8sségi kérdések vizsgalatit célozza meg.
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A kutatds soran kvalitativ és kvantitativ médszereket alkalmaztam, beleértve a szak-
irodalmi dttekintést, esettanulmanyokat és adatgyujtést a hazai és nemzetkozi szabélyo-
zési gyakorlatokrol, valamint a rendelkezésre 4116 szabvanyokrél.

A tanulmdny elsé része bemutatja az 6nvezetd technolégiak fejlédését, valamint
az auton6mia kiilonboz4 szintjeit, amelyek a jarmuvek képességeit és emberi feliigyelet-
hez valé viszonyukat jellemzik. Ezt kovetden részletesen elemzem a mesterséges intelli-
gencia szerepét a kozlekedésben, kiilonos tekintettel a gépi dontéshozatal mechanizmu-
saira. A tanulmény kozponti részében a kozlekedési biintetSjog elméleti és gyakorlati
kihivésait térgyalja az autoném jirmivek kontextusiban, kiilonos figyelmet forditva
a felelésség, bizonyitds és szabdlyozds kérdéseire.

A kovetkezd fejezetek az etikai megfontoldsokat vizsgaljak, kiemelve a klasszikus
erkolesi elméletek relevancidjét, valamint a gépi dontések morélis megalapozdsanak
nehézségeit. A tanulmdny végezetiil nemzetkozi kitekintést nydjt, ismertetve néhdny
relevans jogesetet és szabédlyozasi modellt, amelyek tanulsigosak lehetnek a hazai szabi-
lyozés jovébeli alakitasahoz. Az elemzés célja, hogy multidiszciplindris megkozelitésben
osztonozze a jogi gondolkodast, és elémozditsa az onvezetd technoldgidk feleldsségteljes
és jogilag megalapozott integracidjit a kozlekedési rendszerbe.

A kozlekedési biintetéjog sajdtossagai

A kozlekedési biintetéjog a biintetdjog azon specidlis 4ga, amely a kozlekedési szabalyok
megsértésével kapesolatos jogsértések szabdlyozdsival és szankciondlasival foglalkozik.
E teriilet kilonosen komplex, mivel egyarant figyelembe veszi az emberi magatartds és
a technoldgiai eszk6zok mikodésének jogi megitélését, valamint a kozlekedési krimino-
l6gia sajitossagait (MAJOR 2020b). A kozlekedési biincselekmények — példdul az ittas jér-
mivezetés vagy a kozuti baleset okozasa — térsadalmi szempontbél kiemelt jelentdségtick,
mivel kézvetlen veszélyt jelentenck az életre és a testi épségre (MAJOR 2020a).

A kozlekedési buncselekmények bizonyitdsa eddig is szdmos kihivést rejtett
magdban, azonban az 6nvezetd jirmiivek megjelenésével 0j kihivasok is megjelentek
(Hopuwra 2021). A fedélzeti adatrogzitdk, a telematikai rendszerek és a szenzoradatok
elemzése alapvetd eszkozokké véltak a kriminalisztikai vizsgalatok sordn (REPAS 2023).
Az 6nvezetd rendszerek esetében azonban a gépi dontéshozatal jogi értékelése — példaul
a szoftverhibak vagy a helytelen algoritmikus dontések miatti balesetek kapcesdn — wjfajta
bizonyitasi eljirdsokat tesz sziikségessé. E kihivasok kozé tartozik a felel8sségi linc azo-
nositdsa, azaz példdul, hogy ki vonhat¢ felel8sségre egy onvezetd jarmi 4ltal okozott
balesetért — a gydrtd, az lizemeltetd vagy az algoritmus fejlesztdje (AMBRUS 2019a)?

A mesterséges intelligencia szerepe a kézlekedésben

A mesterséges intelligencia az autondm rendszerek fejlesztésének motorja, és kulcs-
szerepet jatszik a modern kozlekedési rendszerek miikodésében. Az MI-technolégiak
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alkalmazdsa kiilonboz6 szintti dontéshozatalok timogatdséra és automatizaldsara ad lehe-
t6séget, kezdve az alapvetd jirmukovetési rendszerekedl egészen az autondm jarmuvek
irdnyitdsdig. Az MI jelentdsége szinte minden téren megjelenik a kézlekedés harom £6
elemében az emberi tényezd, a jairmiivek és a kornyezet, azaz a kozlekedési infrastrukeara
szintjein (MAJOR 2009).

Az emberi tényezd szintjén az MI a vezetéstimogatd rendszerek forméjaban van
jelen, amelyek el8segitik a biztonsagos kozlekedést. Ezek kozé tartoznak példdul a vészfé-
kezés-asszisztensek és a firadesdgérzékeld eszkozok. Az MlI-alapu rendszerek célja, hogy
csokkentsék az emberi hibdkbdl fakadé balesetek kockdzatat, mikozben fenntartjak
az emberi vezet6k feletti kontrollt.

A jarmi szintjén az MI-t alkalmazé onvezetd autdk képesek onélldan érzékelni és
értelmezni a kornyezetet. Az onvezetd jarmiivekben mikodé MI-algoritmusok szenzor-
adatokat (példdul LiDAR, radar és kamerak 4ltal gytjtote informacidkat) hasznalnak
a kozlekedési helyzetek elemzésére és az azonnali dontéshozatalra. A jarmuvek szenzo-
rokkal és kamerdkkal gyujtott adatokat dolgoznak fel, amelyek alapjin a jarmi képes
ondllé dontéseket hozni, példdul akaddlyok elkeriilése, sebességviltoztatds vagy savval-
tds vonatkozdsiban. Ezek a rendszerek képesek egymadssal is kommunikalni, megosztva
az adatokat.

A kozlekedési infrastruktira szintjén az intelligens kozlekedési rendszerek segitik
a forgalomirdnyitdst és a balesetek megelézését. Az MI-technoldgia lehetévé teszia dina-
mikus forgalomirdnyitdst, automatikusan médositja a forgalmi limpék mikodését, figye-
lembe véve a forgalmi stirtiséget. Ezaltal az MI-alapt hélézatok képesck optimalizélni
a kozlekedési dramlést, csokkenteni a forgalmi torléddsokat és javitani a kozlekedésbiz-
tonsagot. Az ilyen infrastrukeurék el8segitik az autoném jarmiivek haté¢kony miikodésée
is (GIFFINGER-GUDRUN 2010).

Az dnvezeté jarmivek technolégiai alapjai

Az 6nvezetd jirmivek az egyik legjelentdsebb technoldgiai dctorést jelentik a kozle-
kedési rendszerek torténetében. Fejlodésiik alapjat a mesterséges intelligencia, a szen-
zorok és a fejlett szdmitdstechnikai algoritmusok biztositjak, amelyek lehetdvé teszik,
hogy a jirmutivek emberi beavatkozis nélkiil navigaljanak. Az autoném jarmivek tech-
noldgidjanak megéreéséhez nélkiilozhetetlen az SAE (Society of Automotive Engine-
ers) 4ltal 2014-ben kiadott, és azéta hirom alkalommal frissitett J3016-o0s szabvény,
amely az automatizaci6 fokozatos fejlddését, az autonémia szintjeit mutatja be 0-tél
5-ig terjedd skdlan (SAE International 2021).

Magyar Rendészet « 3. 2025
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Az autondémia szintjei
0. szint — Nincs automatizacié

Ebben az esetben a jirmd semmilyen automatizalt funkciéval nem rendelkezik, az irs-
nyitds teljes mértékben az emberi vezetd kezében van. Ez a szint jellemzden az alapvetd,
hagyomanyos gépjarmiivekre vonatkozik.

1. szint — Vezetéstamogatas

A jérmi képes egyetlen feladatot, példdul a sebességtartast vagy a svban tartdst automati-
kusan ellatni. Azonban a vezetdnek folyamatosan figyelnie kell a kozlekedést, és birmikor
4t kell vennie az irdnyitdst. Ilyenek példdul a maguktél beparkolé jarmiivek, ahol a veze-
tének kizdrdlag a fékezésre kell figyelnie (PILLATH 2016).

2.szint — Részlegcs automatizacio

A jérmu két vagy tobb funkciét kombindl, mint példul a savelhagyas-figyelmeztetés és
az adaptiv sebességtarté automatika. Bér a jirma részlegesen képes 6nalléan miikodni,
a vezetSnek tovabbra is figyelemmel kell kisérnie a jarmt mozgdsat, és készen kell éllnia
a beavatkozésra (LEE et al. 2019)

3. szint — Feltételes automatizacié

Ebben a szakaszban a jirm{ mar képes egyes kornyezetekben, példdul autépalyin 6nal-
l6an kozlekedni. Az emberi vezetd csak akkor avatkozik be, ha a rendszer erre utasitast ad.
A feltételes automatizécié komoly technoldgiai kihivasokat tdmaszt, killonosen az olyan
varatlan helyzetek kezelésében, mint a hirtelen megjelené akadélyok vagy az idéjarasi
koriilmények. Példdul a Tesla hasznalati dtmutatdja is felhivja a figyelmet a vezetd ren-
delkezésre 4lldsi kotelezettségére a vezetési folyamat sordn (Tesla 2024).

4. szint — Magas fokd automatizacié

Az auton6ém rendszer teljes mértékben képes irdnyitani a jirmtvet meghatarozott kéril-
mények kozote. Példaul egy varosi kozlekedésre tervezett jarmi onélléan navigal a forga-
lomban anélkiil, hogy emberi beavatkozésra lenne sziikség. Azonban az ilyen rendszerek
jelenlegi dllapotukban még helyspecifikusak, és nem képesek minden kézlekedési szitudcio
kezelésére (HOPKINS—SCHWANEN 2021).

5. szint — Teljes automatizicié
Az autondmia csticspontjdn a jirm{ minden helyzetben teljesen 6nélléan miikodik,

emberi vezetd nélkil. Ezek a jdrmavek mar nem igényelnek kormanykereket, pedélokat
vagy mds vezetési eszkozoket.
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Bér a technoldgia fejlesztése folyamatos, a teljesen autoném jérmivek széles kort alkal-
mazésa és az azokba torténé mesterséges intelligencia integraldsa elétt még jelentés jogi és
technoldgiai akadalyok allnak. Egyetértve Boda Mihaly megfogalmazésaval, ,,az MI-nek
ez a jovOben elérendd 6nalld gondolkodasi és cselekvési tulajdonséga olyan — abszolat —
gondolkodasi és cselekvési képesség, aminek a segitségével jelentSsen talhalad barmilyen
egyéni vagy kozosségi emberi gondolkoddsi és cselekvési képességen” (Bopa 2024a: 110).
Ez a fajta autonémia azonban nemcsak technolégiai, hanem komoly etikai és jogi kérdése-
ket is felvet, kiilonosen a feleldsség és dontéshozatal terén. Ahhoz, hogy az Ml ilyen szint(i
onallésiga a mindennapi kozlekedés részévé valjon, elengedhetetlen a jogrendszerek alkal-
mazkoddsa és a tdrsadalmi konszenzus kialakitdsa.

Az autoném rendszerek komponensei

Az autoném jirmuvek miikodésének alapjit az érzékelési technoldgidk, a mesterséges-
intelligencia-algoritmusok és az adatelemzé rendszerek képezik. Az érzékelési rendszer
£6 elemei (BILIK et al. 2019):

— LIDAR (light detection and ranging) (Royo — BALLESTA-GARCIA 2019):
Lézeralapu tévolsigmérés, amely pontosan leképezi a jarmi kornyezetét harom-
dimenzids formaban.

- Radar: A mozgé objektumok, példédul mds jarmiivek és gyalogosok sebességének
és tavolsaginak meghatdrozdsira szolgal.

- Kamerak: Val6s idejt vizualis informéciot szolgéltatnak, ami segit az utjelzések,
a kozlekedési tabldk és az akadilyok azonositdsiban (HOLLOSI-BALLAGI
2021).

— Ultrahangos szenzorok: Kozelre esé akadalyok érzékelésére hasznalatosak, pél-

daul parkolaskor.

A technolégia jelenlegi dllapota és jévébeni irdnyai

A jelenlegi autondm jarmivek leginkabb a 2. és 3. szint kozott helyezkednek el, ahogy
azt a Tesla Autopilot, a Waymo és a Mercedes-Benz Drive Pilot (Mercedes-Benz 2024)
rendszerei is példdzzak. Ezek a rendszerek még nem képesck teljes mértékben autoném
mddon miikddni, de jelentds 1épést jelentenck a teljes automatizécio felé.

Az MI dltal vezérelt kozlekedési rendszerek 6j korszakot nyitnak, amely azonban nem
mentes kihivdsoktdl. Az egyik legfontosabb akadaly a technoldgia megbizhatésigénak
garantildsa, killonosen véltoz6 kornyezeti korillmények kozote. A masik jelentds kérdés
ajogi szabdlyozas hidnya, amely akadalyozhatja az 6nvezetd rendszerek széles korti alkal-
mazdsit. Az autoném jirmuvek technolégiai fejlédése nemesak a kozlekedési szabalyok
Gjraértelmezését igényli, hanem a feleldsségi keretek dtdolgozasit is. Az autondém rend-
szerek atlathatdsiga, az adatvédelem és a felel8sségi viszonyok kérdései olyan teriiletek,
amelyekre a jov6ben a szabélyozds és a jogalkotas kiemelt figyelmet kell hogy forditson.

Magyar Rendészet « 3. 2025
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Az dnvezetd jarmuivek etikai kontextusa

Az 6nvezetd jarmiivek vonatkozésaban a technolégia fejlédésével parhuzamosan egyre
fontosabba valik az etikai kérdések vizsgalata is. Az autoném rendszerek ugyanis nemesak
technikai, hanem erkélesi dontéseket is kénytelenek meghozni, kiilonésen olyan helyze-
tekben, amelyeknél emberi életek forognak kockan. A klasszikus példa erre az tgynevezett
»morélis dilemma” — példdul ha a jirmd valasztani kényszeriil, hogy egy gyalogost vagy
az utasait veszélyeztesse, vagy éppen védje meg egy baleseti szitudcidban. Az ilyen hely-
zetek elemzése elengedhetetlen az 6nvezetd jirmivek elfogadottsdganak és tarsadalmi
integriciojanak szempontjdbdl.

A gépi déntéshozatal erkélcsi dilemmdi

Az autoném jarmivek etikdja rendkivil osszetett interdiszciplindris teriilet, amely
az informatikat, a filozéfidt, a jogot és a kézlekedéstudomdnyt egyardnt érinti. A legismer-
tebb etikai kérdéskor az ugynevezett trolley problem (THOMSON 1985), amely egy morélis
gondolatkisérletet alkalmaz a dontéshozatal értékelésére. Egy 6nvezetd auté esetében ez
ugy jelenhet meg, hogy a jirm{ egy elkeriilhetetlen baleset sorin dontésre kényszeriil: egy
iddsebb gyalogost gazoljon el, vagy egy fiatal utast sodorjon veszélybe.

Kutatasok, mint példaul az MIT Moral Machine projektje, rimutattak arra, hogy
az emberek kiilonbozé kulturélis hattérrel eltérd etikai dontéseket tartanak elfogadha-
ténak. Mig egyes tirsadalmak az idések védelmét preferdljik, masok a fiatalok életét
részesitik elényben (AWAD et al. 2018). A kutatds eredményei jelenthetik azt is, hogy
az autondm jarmiivek dontéshozatali mechanizmusait irdnyité mesterséges intelligencia-
nak adott esetben integrélnia kell az adott tarsadalomra jellemzé morélis preferencidkat
a felildozhat6sag tekintetében, annak érdekében, hogy el6segitse a technolédgia tirsadalmi
szintli legitimdcidjit és elfogadotesagit (Kiss 2020). Ez rimutat arra a problémara, hogy
a gépi etikai dontések univerzilis kodifikalasa rendkiviil nehéz, hiszen az emberek maguk
sem egységesek az erkolesi megitélésben.

Etikai alapelvek az autoném rendszerek szamdra

Az autondm rendszerek etikai programozasa sordn hirom meghatdrozé normativ erkélesi
irdnyzat — a deontoldgia, a konzekvencializmus és az erényetika — kinal relevins elméleti
keretet (FRANG 2020).

Deontoldgia (kotelességelviiség). A deontoldgiai etikai irdnyzat alapvetd tétele, hogy
bizonyos cselekedetek intrinzikusan (dnmagukban) erkélesosek vagy erkélestelenek, fiig-
getleniil azok kovetkezményeit8l (Yourdictionary 2025). Tehdt az irdnyzat szerint azt
a cselekedetet kell végrehajtani, amelyet egy adott szabély vagy elvéras eléir (Bopa 2015).
Az autoném rendszerek esetében ez azt jelenti, hogy bizonyos erkélesi tilalmak beépiilnek
az algoritmusba, igy példdul a gép bizonyos cselekedeteket eleve nem hajthat végre (pél-
d4ul dreatlan ember eliitése még akkor sem, ha tobb életet mentene meg).
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Konzekvencializmus (kovetkezményelviiség). Boda Mihédly megfogalmazdsa alapjan
»a konzekvencializmus szerint azt indokolt tenni mds cselekvési alternativakkal szemben,
ami inkdbb el8segiti bizonyos érdekek kielégitését, mint az alternativ cselekvések” (Bopa
2015: 212). Ez az irdnyzat az erkolcsi dontések értékét azok kovetkezményei alapjén {téli
meg. A legismertebb forméja az utilitarizmus, amely szerint az a cselekedet helyes, amely
a lehetd legtobb jot eredményezi a lehetd legtobb ember szdmara. Ebben az esetben pél-
ddul a jarm{ az Gsszes lehetséges kimenetelt mérlegeli, és a legkevesebb kart okozé meg-
oldast vélasztja.

Evényetika. Az erényetikai irdinyzat nem a szabdlyokra vagy a kovetkezményekre
helyezi a hangsulyt, hanem az erkolcsi karakterre, illetve arra, hogy egy ,jé ember” vagy
jelen esetben egy ,jo vezetd” hogyan cselekedne (SARKANY 2024). Az autondém rend-
szerek kontextusdban ez azt jelenti, hogy a gépi dontéseknek igazodniuk kell egy pél-
damutatd, feleldsségteljes jirmivezetd viselkedésmintdihoz — figyelembe véve példéul
a tarsadalmi normakat, szokdsokat és az empatikus, emberséges viselkedést.

A gyakorlati alkalmazds soran egyik klasszikus etikai megkozelités sem bizonyul
maradékealanul elegendének az autoném rendszerek komplex dontési szitudciéinak
kezelésére. Ennek kovetkeztében a fejlesztSk és etikai szakértdk gyakran hibrid modellek
kialakitasira torekednek, amelyek az egyes normativ irdnyzatok alapelveit kombindljik.

Az etikai déntések feleléssége

Az etikai kérdések nem vélaszthatok el a jogi és biintetSjogi felelésség problémakérétdl
sem. Ha példdul egy autoném jérmi egy algoritmus altal meghatarozott etikai elv alapjin
hajt végre egy ,haszonmaximalizalé” dontést — példaul egy utas felaldozdsat a jarokelSk
érdekében —, felmeriil a kérdés: kié a felelésség a sértett halalaére?

Ebben a kontextusban kiemelt szerepe van az tigynevezett etikai auditalhat6signak,
amely sordn az algoritmus dontései utdlag visszakovethetSk és értelmezhetSk kell hogy
legyenek. Ez a kovetelmény technoldgiai és jogi szempontbdl is kulcsfontossaga, mivel
csak igy biztosithaté a tdrsadalmi kontroll és a feleldsség érvényesitése (MANSY-EHAB—
ELMOUGY 2023).

Etikai szabdlyozdsi irdnyelvek

Eurdpai unids és nemzetkozi szinten is torténtek kisérletek az etikai normék lefektetésére.
Az Eurdpai Bizottsig 2019-ben kiadott Etikai ivdnymutatds a megbizhatd mesterséges
intelligencidgra (Eurdpai Bizottsdg 2019) cimi dokumentumédban hangstlyozza a kovet-
kezd elveket:

emberkézpontisig — az emberi méltdsig és jogok tiszteletben tartésa;
atldthatésag — az algoritmus dontéseinek értelmezhetdsége;

felel6sség — a dontések utdlagos ellendrzésének lehetdsége;

tarsadalmi igazsdgossig — diszkrimindciémentes miikodés biztositasa.

Magyar Rendészet « 3. 2025
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A fenti elvek mentén az 6nvezetd jarmuvek fejleszt8inek és gydrtdinak egyre inkabb erkol-
csi kotelességiik, hogy termékeik megfeleljenck ezeknek a norméknak, még ha jogi kote-
lezettségként ez nem is minden orszagban jelentkezik kozvetlenil.

Osszegezve megillapithatd, hogy az nvezetd jarmivek bevezetése nem csupan tech-
noldgiai, hanem erkolesi forradalmat is jelent. Az autoném rendszereknek olyan donté-
seket kell tudniuk hozni, amelyek erkolesi megfontolasokat is figyelembe vesznek, még
akkor is, ha az emberek maguk sem értenek egyet bizonyos helyzetek morélis megitélésé-
ben. Mivel a mesterséges intelligencia nem rendelkezik sajit szdndékokkal, és nem képes
a tettei kovetkezményeit jutalom vagy biintetés szempontjabdl értelmezni, minden éltala
végrehajtott cselekedetért végsé soron az emberek viselik a feleldsséget (Bopa 2024b).

A gépi dontések etikai megalapozottsaga nemcsak tdrsadalmi bizalmat, hanem jogi
elszdmoltathatdsigot is feltételez. Ezért elengedhetetlen, hogy a technoldgiai fejlesztés és
az etikai megfontoldsok szoros integricioban valésuljanak meg, annak érdekében, hogy
az 6nvezetd jirmuvek ne pusztin miikodésiikben legyenek hatékonyak, hanem déntése-
ikben is tiikrozzék az igazsagossig és az emberkozpontisig alapelveit.

Az dnvezetd jarmuvek jogi kontextusa

Bér az onvezetd jarmtvek technoldgiai fejlédése az elmult években némileg hictérbe
szorult a generativ mesterséges intelligencia térnyerésével, jogi szempontbdl tovibbra is
relevéns kérdéseket vetnek fel. Ezek koziil az egyik legfontosabb a felelésség problémdja,
amely alapvetden meghatdrozza a szabalyozds és a gyakorlati alkalmazas lehetéségeit.
Mivel az 6nvezetd rendszerek alapvetden az emberi vezetdt helyettesitik, felmeriil, hogy ki
a felelds egy baleset bekovetkezése esetén: a jarmi gyértdja, a szoftverfejlesztd vagy maga
a jarmivezeté (MANSY-EHAB-ELMOUGY 2023). A jogi kornyezetnek arra kell valaszt
adnia, hogy hogyan ossza meg a felelésséget a kiillonb6z6 szerepl6k kozott, és hogyan
kezelje azokat az eseteket, amikor a rendszer hibéja vezet balesethez (AMBRUS 2019b).

A felelésség biintetdjogi vizsgélata soran figyelembe kell venni tobbek kozote a tar-
sadalomra veszélyességet, a blindsséget és a felr6haté magatartist is, amelyeknek nagy
jelentésége van egy biintetdeljardsban a terhelt feleldsségének megéllapitdsiban, példdul
egy onvezetd jarmiivel okozott kozlekedési baleset sordn (TOTH 2021).

A kozlekedési jog 6sszetett normarendszer. A fontosabb jogszabdlyok, amelyek a téma
vizsgalata sordn elengedhetetlenck a kozuti kozlekedés szabélyairdl sz6l6 1/1975. (I1. 5.)
KPM-BM egyiittes rendeletet (KRESZ), a Kézuti Kozlekedési Egyezmény kihirdetésérsl
52616 1980. évi 3. torvényerejli rendelet, valamint a kézuti kozlekedésrél szol6 1988. évi
I. torvény.

Az els6 kardindlis pont a téma vizsgalata sordn mar maga a jirmuvel torténé elindu-
las. AKRESZ 5. § (1) bekezdése leirja, hogy mik a kozlekedésben valé részvétel miszaki
feleételei. A (2) bekezdés alapjén:

»A jirm{ vezetdje, mielétt a jarmivel a telephelyrél (igy kiilondsen a gardzsbél) elindul,
koteles a korményberendezés, a fékberendezés, a gumiabroncsok, valamint a kételezéen
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cléire vilagitd- és fényjelzd berendezések dllapotdt (mikddését), tovabbd a hatdsdgi jelzés(ck)
[rendszdmtdbla(ik)] meglétét, dllapotdt — az adott kériilmények kozétt indokolt médon —
ellendrizni”[1/1975. (11. 5.) KPM~-BM egyiittes rendelet].

Amennyiben a miiszaki 4llapot nem felel meg az (1) bekezdésben foglaltaknak, az tizem-
bentarté nem engedheti meg, hogy a vezetd a jirmtivel elinduljon, és az elinduldst kételes
megakadalyozni (FULOP-FULOP-MAJOR 2021).

Az 6nvezetd autdk esetében nemcsak a jirma muszaki allapotdnak ellendrzése vélik
sziikségessé, hanem a szoftver megfelelé mikodésének vizsgélata is. Ezéltal a jarmiivet
hasznalénak tisztdban kell lennie azokkal a problémakkal, amelyeket a rendszer maga
is képes észlelni. Ahogyan a miiszaki hibék felismerése az elindulds elétt, ugy a szoftve-
res hibak vagy hidnyossigok felismerése kiilonosen fontos, mivel ezek kozvetlen hatdssal
lehetnek a kozlekedésbiztonsagra.

Az dnvezetd jirmiivek miatt a fentick alapjin érdemes a hibdkra péld4lézé felsoroldst
kiegésziteni egy olyan ponttal, amely kifejezetten az informatikai rendszer meghibaso-
désdra utal. Alternativ megoldasként kiilon bekezdésben is érdemes lehet részletezni ezt
a kérdést, hiszen igy pontosabban meghatdrozhaté az ellen6rzés terjedelme és mélysége,
kilonos tekintettel a szoftveres és informatikai problémak azonositdsdra és kezelésére, ami
a késdbbi felrohatdsig vizsgilata soran fontos tényezdként jelenne meg.

A téma misik stlyponti eleme a jirmivezetd fogalmanak a vizsgdlata. A hatilyos
KRESZ 1. szamu fuggeléke a vezetd fogalmdt a kovetkez8képpen hatdrozza meg: ,Vezetd:
az a személy, aki az Giton jarmuvet vezet, vagy dllatot hajt (vezet). A segédmotoros kerék-
part és a kerékpart tolé személy nem mindsil vezetének. A gépkocsivezetés oktatdsa és
az azt kovetd gyakorlati vizsga sordn vezetdnek az oktatd mindsiil” [1/1975. (I1. 5.) KPM -
BM egyiittes rendelet].

Ez a definicié azonban nem terjed ki az 6nvezetd jarmiivek dltaldnos mikodésére,
kiilonésen abban az esetben, amikor az 6nvezetd auté autondm moddon, azaz emberi
beavatkozds nélkil kozlekedik. Ilyen helyzetekben nem egyértelmd, hogy ki minésiil
vezetSnek: az utas, aki esetlegesen aktivalta az onvezetd funkcidt, vagy a jirmivet gyartd
vallalat, amely a szoftver fejlesztéséért felelés. Ez a kérdés kiilonosen a kozlekedési biinte-
t8jog teriiletén valik problematikussa, amikor a felel8sség megéllapitasa elengedhetetlen.

A kézati jarmivek miiszaki megvizsgaldsirdl szolé 5/1990. (IV. 12.) KSHEM
rendelet értelmezési rendelkezései kozott megjelenik a fejlesztési céld autoném jérma
fogalma, amely szerint

Hfejlesztési célt autondm jarmu: olyan fejlesztési céld jairmi, amely részben vagy teljesen
automatizalt mikodések fejlesztésére szolgdl, és amelyben a jirmu vezetdjének mindsiild
tesztvezetd tartézkodik, aki az automatizélesdg szintjéedl fiiggden vagy barmely, a kozlekedés
biztonsdgat veszélyeztetd helyzetben, a miikodés kozben sziikséges mértékben kézi irdnyitdst
gyakorol, illetve a kézi irdnyitast barmikor dtveheti a jarm{ felett.”

A 2.§ (4) bekezdés k) pontjdban pedig megjelenik a tesztvezetd: ,Olyan jirmiivezetd, aki
ugy feliigyeli valamely fejlesztési célti autoném jarmi teszeelését, hogy a tesztelt autondm
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jarmiiben tartézkodik, és képes arra, hogy bdrmikor haladéktalanul 4tvegye az irdnyitast
a fejlesztési céld autondém jarmd feleee” [5/1990. (IV. 12.) KOHEM rendelet].

Bér a tesztvezetd fogalma kifejezetten a fejlesztési céld autondm jarmiivekhez kéts-
dik, ahol a tesztelés és a kézi irdnyitds atvétele szerves része a jarmt miikodtetésének.
Ugyanakkor a definicié az 6nvezetd jirmiivek vezetinek meghatérozasinél is felhasznal-
haté lehet, azonban mindenképpen sziikséges a vezetdi fogalom Gjradefinidlisa a felel8sség
kérdésének vizsgalata sordn.

A kozlekedési biintetdjog és az SAE altal kiadott J3016-0s szabvény osszevetésében
a klasszikus jarmiivezetdi fogalom kizarélag a harmadik szintig megfelel. A negyedik
szinttd] kezdve a jairmiivek esetében vagy egydltalin nincs jelen természetes személy
vezetd, vagy csak esetlegesen van jelen.

Ez felveti annak kérdését, hogy az 6nvezetd jarmt maga valhat-e a biintetdjogi fele-
18sség alanyéva, vagyis tekinthetd-e blincselekmény elkovetdjének. A jelenlegi jogszabalyi
keretek kozott erre a vélasz egyértelmiien nem, mivel a hatélyos biintetdjog a biincselek-
mény elkévetésének feltételeként emberi magatartdst és annak felréhatésagat koveteli
meg. Ennek alapjin az onvezetd jarmiivek 6néll6 biintetdjogi felel8ssége kizért.

A kozlekedési buncselekmények, mint példaul a kozuti baleset okozisa vagy a jar-
muvezetés ittas dllapotban kapcsin a biintetdjogi feleldsség az elkovetd dleal az elkovetési
magatartas kifejtéséig terjed, jellemz8en tehdt addig, amig a személy a jirmivet vezeti
(KALLAT2020). Az elkdvetési magatartds fogalmart a kozlekedési jogban a jérmiivezetés-
hez kotjiik, igy a felel6sség alapja az adott pillanatban torténé aktiv jairmuvezetés. Ennek
megfelelden a feleldsség hatdrai is az elkovetési magatartas idejére vonatkoznak, tehat
az a pillanat, amikor a vezetd ténylegesen irdnyitja a gépjirmuvet.

A fentick miatt a jogalkotdsban a hagyomanyos vezetdi feleldsség kiterjesztése indo-
kolt. Elképzelhetd lenne a KRESZ olyan médositdsa, amelynek értelmében a jarmi veze-
t6jének nemcsak az tekintendd, aki fizikailag irdnyitja a jirmivet, hanem az is, aki azt
onvezetd tizemmaodba helyezi. Ezzel a szabilyozassal a jogalkoté reagilhatna a gyorsan
fejléds autondm kozlekedési rendszerekre, ahol a jirmi egyes rendszerei képesek atvenni
a vezetés feladatait, ugyanakkor a felelésség kérdése tovabbra is az adott személyhez
kothetd. Ezzel az 0j definicidval a jogalkotd biztosithatnd, hogy az 6nvezetd jarmuivek
esetében sem keriilhetne sor a felelésség elharitdsdra azzal az indokkal, hogy a gépjarmu
vezetése technoldgiai okokbdl nem az emberi vezetd feladata.

A Biintetd torvénykonyv értelmében csak olyan személy vonhaté felelésségre, aki
nem 4ll biintethetdséget kizaré ok hatdlya alatt. Példaul az éllatok cselekménye a biinte-
t6jog dogmatikdja szerint nem értékelhetd biincselekményként, hiszen a blincselekmény
elkovetéséhez emberi magatartds, szindékossdg vagy gondatlanség sziikséges. Ez a dog-
matikai megoldds analég médon alkalmazhaté az 6nvezetd jarmiivek esetében is: bar
a jirmu 6nalléan hoz technoldgiai dontéseket, a felelésség mindig visszavezethetd egy
természetes személyhez (példdul a programozéhoz, a gyértéhoz, az iizemeltet8hoz vagy
a hasznélohoz), amennyiben a jogellenesség, a tarsadalomra veszélyesség és a bilindsség
konjunktiv feltételei fennéllnak.

Példaul, ha programozési hiba meriil fel, a feleldsség megéllapitdsa nem korlato-
zodhat pusztdn arra a szakemberre — példdul szoftverfejlesztére —, aki a hibds kédrész-
letet készitette. A nemzetkozi szakirodalom tobb, egymdstdl eltérd feleldsségi modellt is
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megkiilonboztet: felmeriilhet a programozé személyes felelSssége, a fejlesztd vagy gydrtd
vallalat feleldssége, az tizemeltetd/felhasznalé feliigyeleti feleldssége, vagy akar ezek
kombinaci6ja. Amennyiben bizonyithatd, hogy a hiba kiils6 behatds — példdul kértékony
kéd - kovetkezménye, a programozo felel6ssége értelemszertien kizdrhaté.

Nemzetkozi kitekintés

Nemzetkézi szinten az 6nvezetd jirmiivek dltal okozott balesetek jogi vonatkozésai az elmule
években tobb alkalommal is elétérbe kertiltek, és szdmos jogi precedenst teremtettek. 2018
marciuséban az Uber 6nvezetd autdja haldlos balesetet okozott Arizondban, amikor egy
kerékpdrost gazolt el. A baleset kovetkeztében a jirm feliigyeletét elldtd sofért, Rafa-
ela Vasquezt, harom év feliigyelt prébaidére (supervised probation) itéleék. Ez volt az elsé
birdsagi eljirds, amely teljesen 6nvezetd jarmu dltal okozott halélos baleset tigyében zajlott
(BILLEAUD-SNOW 2023).

A 2018-as halélos baleset jelentés hatdssal volt az autdipari és technoldgiai cégek
onvezetd autdinak fejlesztésére, amelyek ezt kovetSen mérsékeltebb titemben folytattdk
a kutatasokat, és tjragondolték a fejlesztési irdnyokat. A baleset utan a kozosségitaxi-szol-
galtatd kivonta 6nvezetd tesztautdit Arizona dllambél, mig Doug Ducey, az éllam akkori
kormanyzéja, tilalmat rendelt el a tovabbi vezetd nélkiili taxikisérletek végrehajtdsara.

A National Transportation Safety Board (NTSB) jelentése szerint 2016 majusiban
egy Tesla Model S 70D tipust jirmi vezet$je haldlos balesetet szenvedett Floridédban,
mikozben az autopiléta rendszer mikodoee (National Transportation Safety Board
2016). A baleset sordn a jarmii fékezés nélkiil egy nyergesvontaténak titkozote. A baleset
vonatkozasiban tobb, egymastdl fuggetlen vizsgalat is késziilt, eltéré megallapitdsokkal
a feleldsség kérdésében.

Az NTSB vizsgélata megéllapitotta, hogy a Tesla autopiléta-rendszer nem érzékelte
avontatdt, és fékezés nélkil titk6zote annak utdnfutdjaval. A vizsgalat soran rogziteteék,
hogy a jarmt 41 perces utja alatt az autopiléta 37 percig volt aktivélva, és ezen id8szak
alatt csupdn 25 mésodpercig volt érzékelhetd a sofér keze a kormanyon. A rendszer ennek
kovetkeztében szdmos képi és hangjelzéssel probalea felhivni a sofdr figyelmét (a haszni-
lati ttmutatd eldirdsainak megfelelden), azonban a sof8r nem reagalt a figyelmeztetésekre.

A baleset sordn a nyergesvontat6 nem adott elsébbséget, ugyanakkor a Tesla soférjé-
nek legalabb 3,4 masodperce volt arra, hogy manualisan fékezze le a jdrmivet az titkozés
el6tt. Ennek alapjan a rendelkezésre 4116 id6 béven elegendd lett volna a baleset elkeri-
lésére.

A technolédgia nem volt kozvetlen oka a balesetnek, mivel az autopiléta-rendszere
megfelel$ figyelmeztetéseket adott a soférnek, aki a rendszer mikodésétdl fuggetleniil
koteles lett volna figyelni a vezetésre, ahogyan azt a hasznélati Gtmutaté eléirja. Mivel
a sof6r nem reagdlt a figyelmeztetésekre, és nem tartotta be a hasznélati utasitasokat,
a baleset nem tekinthetd technolégiai hibinak, hanem a sofér figyelmetlenségébdl eredé
emberi hibdnak.
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Szabdlyozds nemzetkézi szinten

Az Egyesiile Allamok, amely az 6nvezet jarmivek tesztelésében élen jar, még mindig nem
rendelkezik egységes és mindenre kiterjedd jogi szabalyozassal ezen a teriileten. Az Amerikai
Kézuti Kozlekedésbiztonsdgi Hivatal (NHTSA) egy Automated Driving Systems: A Vision for
Safety cimti dokumentumot készitett, amelynek elsé része irdnymutatdst nyujt a jirméigyartok
szdmdra a forgalomba bocsatas feltételeirdl, mig a masodik rész a szvetségi és tagéllami hatds-
korok elosztdsval kapesolatos kérdéseket tisztdzza (U.S. Department of Transportation 2017).
A dokumentum a jogi szabalyozis tekintetében soff law jellegt irdnyelveket fogalmaz meg,

Az 6nvezetd autdk jogi és etikai megitélése szoros kapesolatban 4ll a kiilonboz6 erkolesi
dontések meghozataldval, amelyek ilyen jarmiivek miikodése kozben felmeriilhetnek. Az Egye-
sitle Allamokban az egyes allamok, vérosok donthetnek arrél, hogy milyen erkolcsi elveket alkal-
mazzanak az 6nvezetd autdk viselkedésére, példaul egy baleset esetén. Az ilyen dontésekhez
kiilonbozé etikai irdnyelvek sziikségesek, és ezeket a helyi hatdsagok alakithatjék ki.

A Teague egy olyan platform eredményeire reagilva, amely az emberck véleményét kérdezte
meg, arra a kovetkeztetésre jutott, hogy egy etikai rendszerben az elsédleges szempont a gyer-
mekek védelme kell hogy legyen. Ezt a megkozelitést Seattle vérosa is alkalmazza. Igy, ha egy
onvezetd autd belép a vérosba, a jarmii figyelmezteti az utast, hogy minden helyzetben a gyerme-
kek védelme az elsddleges (Teague 2023). Az erkélesi irdnyelvek azonban vérosonként eltéréek
lehetnek. Példéul mas vrosokban olyan rendszert is kialakithatnak, ahol az aut6 az emberi
¢letek minél nagyobb szimanak megmentésére Gsszpontosit.

Az Egyesiilt Kirdlysagban 2018 marciusiban a Kézlekedési Minisztérium bejelentette egy
héroméves jogi feliilvizsgalat megkezdését, amelynek célja az volt, hogy felmérje a jogrendszer
felkésziiltségét az onvezetd jarmiivek megjelenésére és elterjedésére, valamint azonositsa a szitk-
séges jogszabaly-mddositasokat (Government of the United Kingdom 2018). A brit kormany
ajogi feliilvizsgalatot killondsen fontosnak tartja, mivel az onvezetd jarmivek gyartédsaban akttv
szerepvallaldsra torekszik, és célja az etikai szabdlyozds egységesitése is. A feliilvizsgilat eredmé-
nyeként 2024 méjusaban elfogadtik az automatizélt jarmiivek torvényét (Automated Vehicles
Act), amely meghatdrozza az 6nvezetd jarmtivek jévihagydsénak és engedélyezésénck folya-
matét, valamint a gydrtok és szolgaltatdk felel8sségét a jarmtvek biztonsdgos tizemeltetéséére.
(Law Commission 2024). A torvény célja, hogy biztositsa a kozlekedés biztonsdgat, mikozben
lehetdvé teszi az dnvezetd technoldgidk fejlodésée és integréciojat a brit kozlekedési rendszerbe.

Lehetséges megolddsok és ajdnldsok

A tanulmdny eddigi elemzése rimutatott arra, hogy kiilonésen a kozlekedési biintetd-
jog dogmatikai alapjai és a felelésségi lanc értelmezése szorulnak 4tfogd Gjragondoldsra.
A kovetkezékben olyan lehetséges megoldasokat és ajanldsokat mutatunk be, amelyek
el8segithetik az autoném technoldgiék jogi és tirsadalmi integracidjat, biztositva az ari-
nyossdg, az elszimoltathatdsdg és a kozlekedésbiztonsdg kovetelményeit.

Mindenekel8tt szitkséges a ,vezet8” fogalménak jradefinidlisa a KRESZ-ben.
A jelenlegi meghatdrozés kizardlag a jairmiivet ténylegesen irdnyitd természetes személyre
vonatkozik, ami a 4-es és 5-0s szintli autoném rendszerek esetében értelmezhetetlenné
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valik. Célszert lenne a definiciét kiegésziteni azzal, hogy vezetdnek tekintendd az a sze-
mély is, aki a jirmuvet onvezetd tizemmdodba helyezi, illetve az, aki az autoném rendszer
feletti feliigyeleti jogkort gyakorolja. Ez a megoldas megakadalyozna, hogy a felelésség
elhérithatéva véljon pusztan az 6nvezetd funkcié aktivalasaval, és vildgos felelésségi kap-
csolatot teremtene a jirmu hasznaldja és az dltala aktivélt technoldgia kozott.

A buintetjogi felelésség korében alapelvként kell régziteni, hogy 6nallé biintetéjogi
felel6sség az autondm jarmivet nem terhelheti, mivel a hatélyos dogmatika emberi maga-
tartdst, tarsadalomra veszélyességet és felréhatdsdgot kovetel meg. Ebbdl kovetkezben
a biintet$jogi felelésség kizardlag akkor dllapithaté meg, ha konkrét emberi mulasztis,
szdndékos manipuldcié vagy stlyos gondatlansdg bizonyithaté. A szoftverhibakbdl fakadé
kozlekedési balesetek esetében a biintetdjogi szankcid helyett elsésorban polgari jogi és
szabdlysértési feleldsségi formdk alkalmazdsa indokolt. Ez biztositja, hogy a biintetdjog
ne veszitse el ultima ratio jellegét, mikozben a balesetben érintettek kirtalanitdsa mds
eszkozokkel garantalt.

A felel6sségi rendszer dtalakitdsa érdekében egy harmas pilléren nyugvé modellt tar-
tok kévetendének. Az elsé pillér a gyartéi és szoftverfejlesztdi felel6sség, amely objektiv
alapon 4llna fenn a rendszerhibdkért, ugyanakkor lehetévé tenné a mentesiilést abban
az esetben, ha bizonyithat, hogy a hiba kiilsé, jogellenes beavatkozis eredménye. A maso-
dik pillér az tizembentartdi felelésség, amely a rendszer karbantartasihoz, frissitésé¢hez
és a hasznalati el8irdsok betartdsahoz kapcsolédna. A harmadik pillért a biintetéjogi
felelésség jelentené, amely azonban kizérdlag a bizonyithaté emberi felr6hatdsag eseteire
szoritkozna. Ez a modell kiegyenstlyozott médon osztand meg a feleldsséget a kiilonbozo
szerepl6k kozott, és egyszerre biztositand a prevenci6, a repardcié és a biintetés funkciojat.

Az elszdmoltathat6sag technikai eléfeltétele a dontések visszakovethetdsége. Ennek
érdekében minden 6nvezetd jarmu esetében kotelezdvé kellene tenni a fedélzeti adatrogzi-
tést, amely magaban foglalnd a szenzoradatokat, a rendszer dllapotit és a dontési jogokat.
A régzitett adatokhoz vald hozzéférést jogszabélyi szinten kell szabalyozni, hogy egyszerre
biztositsa a bizonyitasi eljarasok megbizhatdsigit, az adatvédelem garancidit és a gyartdi
tizleti titkok védelmét. Ezenfelil szitkséges egy fuiggetlen tanusitasi és auditdldsi rendszer
kialakitdsa, amely a jirmtvek forgalomba hozatala el8tt vizsgilja a biztonsagi, etikai és
technoldgiai megfelelést.

Az etikai dilemmék kezelésében allispontom szerint nem torekedhetiink univerzélis,
minden helyzetre kiterjedé ,mordlkédex” jogszabélyi kodifikdldsara, mivel a tdrsadalmi
preferencidk kultdrdnként és kozosségenként eltérnek. A konkrér dontési elvek megha-
tdrozdsit a gydrtokra lehetbizni, azzal a feltétellel, hogy azok nyilvinossigra hozatala és
fuggetlen etikai auditdldsa kotelezd. Ez a megoldds egyszerre biztositand a tarsadalmi legi-
timécidt és a technolégiai innovacié mozgasterét.

Osszességében megallapithat6, hogy az 6nvezetd jarmivek jogi integracidja elkeriil-
hetetleniil 4j kategéridk és felel6sségi modellek bevezetését kivinja meg. A vezetd fogal-
manak kiterjesztése, a felel6sség hdrmas pillérre éptild Gjrastrukturdldsa, az adatnaplézés és
auditalds jogi szabdlyozdsa, valamint az etikai minimumkévetelmények torvényi rogzitése
olyan lépések, amelyek nélkiil az autondm technoldgia nem illesztheté be biztonsdgosan a koz-
lekedési rendszerbe. A javasolt intézkedések célja, hogy egyensulyt teremtsenck az innovéci6
osztonzése és a tarsadalom védelme kozott, mikozben megdrzik a jogrendszer koherencidjat.

Magyar Rendészet « 3. 2025



202 HARANGOZO Valentin

Osszegzés

Az 6nvezetd jarmiivek, a mesterséges intelligencia és a kozlekedési technologidk fejlédése for-
radalmasitja a kozlekedési rendszereket, ugyanakkor jelentés jogi és szabalyozasi kihivésokat is
eléidéz. Az onvezetd jarmivek Gj tipusu felelésségi formékat generdlnak, amelyek a biintet8jog
tertiletén egyardnt dtgondolt megkozelitést igényelnek. A jelenlegi szabalyozasi keretek nem
képesek teljes mértékben lefedni az autondm rendszerek éltal teremtett helyzeteket, kiilonosen
a gépi dontéshozatal, a szoftverhibak és a felel6sségi linc meghatdrozasa tekintetében.

A kozlekedési biintetdjog sajatosségai tovabbra is a felelsségi viszonyok emberi magatar-
tasokhoz valé kapesoldsat feltételezik, azonban az autondm rendszerek megjelenése radikalisan
dtalakitja ezt a keretrendszert. Az 6nvezetd jirmiivek 4ltal okozott balesetek esetében a fele-
18sség meghatdrozdsa — legyen sz6 a gyartordl, a szoftverfejlesztdrdl vagy a jarmiivezetsrdl —
komoly bizonyitdsi problémakat vet fel.

Az 6nvezetd jarmiivek olyan vj feleldsségi formékat hoznak létre, amelyek a klasszikus
jarmuvezetdi felel6sség paradigmajan talmutatnak. Az autondém rendszerek esetében felmeril
a gépi dontések és szoftverhibik kovetkezményeinek jogi értékelése. Ezek az 6 helyzetek nem
kezelhetdk a hagyomanyos jogi megkozelitésekkel, mivel a technolégiai rendszerek miikodése
és dontéshozatala nem feleltethetd megaz emberi magatartds klasszikus fogalmainak.

Mindenképpen szitkségesek tovabbi kutatdsok az emberi tényezd és az autondém rend-
szerek interakcidinak, a gépi dontések etikai vonatkozdsainak, valamint az autoném jarmtvek
jogi megitélésnek elemzésére. Az onvezetd jarmiivek térnyerése jelentds dtalakuldst hoz a kéz-
lekedési jog minden teriiletén, amelyet biztonsigos ¢s fenntarthaté médon kell szabalyozni,
figyelembe véve a technolégiai fejlédés titemét és irdnyt.
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